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• AI Bill of Rights
• XO on Safe, Secure, and 

Trustworthy AI
• Algorithmic Accountability Act 

(proposed)
• Data Protection and Privacy 

Act (proposed)

• Measures for the Management 
of Generative AI Services 
(proposed)

• Artificial Intelligence and 
Data Act (proposed)

• Legal Framework of Artificial 
Intelligence (proposed)

• Digital India Act (proposed)

• Social Principles of Human-
Centric AI (proposed)

• AI Act
• Council of Europe 

Treaty on AI (proposed)

• AI Bill (proposed)

• Nat’l AI Law 
(proposed)

• Framework for Establishing 
Trustworthy AI (proposed)
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AI Act

GDPR

Product 
Safety

Cybersecurity

(CRA, CSA, NIS2, DORA, 
etc)

Labor
law

DSA/DMA

Charter of Fundamental Rights/
European Convention on Human Rights

IP lawsData Act 
/ DGA

AI 
liability
Dir.
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Artificial
intelligence!

A machine-based system that is designed to 
operate with varying levels of autonomy and 
that may exhibit adaptiveness after 
deployment and that, for explicit or implicit 
objectives, infers, from the input it 
receives, how to generate outputs such as 
predictions, content, recommendations, or 
decisions that can influence physical or 
virtual  environments.

(art. 3.1 AIA)
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The AI Act

1. Risk-based governance of AI systems

2. Compliance based on formal standards

3. Both supervisory authorities and civil claims 

for damages available as remedies
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“In compliance with the terms and conditions laid down in 

this Regulation, Member States shall lay down the rules 

on penalties, including administrative fines, 

applicable to infringements of this Regulation and shall 

take all measures necessary to ensure that they are 

properly and effectively implemented. 

The penalties provided for shall be effective, 

proportionate, and dissuasive. They shall take into 

particular account the interests of small-scale providers 

and start-up and their economic viability.”

Supervision and enforcement
1. Fine for using unacceptable AI:

1. Up to 35 million Euro

2. Or 7% of global sales

2. Penalty for other violations:

1. Up to 15 million Euro

2. Or 3% of global sales

3. Penalty for misleading about high-risk status or 

not:

1. Up to 7.5 million Euro

2. Or 1% of global sales

(General case: highest of the two. In the case of SMEs, 

it is the lower of the two)
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Civil liability for AI 
defects and errors

1. Product Liability Act (expected 2025)

2. AI Liability Act (expected 2025/26)

Damages in the form of
• Death or injury
• Damage to property
• Loss of data of 

consumers

When product does not 
provide expected safety

Provider / distributor / 
operator must disclose 

relevant evidence

Burden of proof 
reversed when causal 

link shown

Limiting liability in 
consumer contracts not 

permitted

When AI system does 
not comply with AI Act
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• Unacceptable risk of violating fundamental rights

• Specified in AI Act (article 5)Prohibited AI

• Significant risks for fundamental rights

• Risk areas in Annex III of AI Act (see article 6)High-risk AI

• Must be explicit on status of being AI

• Can overlap with high-risk statusTransparency-risk AI

• Transparency obligations, documentation & copyright policy

• If “high-impact” then risk mitigation on systemic risksGeneral-purpose AI

• Stimulating innovation by testing and validating (art. 53)

• Direct supervision of national authoritiesRegulatory sandbox

Risk-based categorization under the AI Act
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Transparency risks

• Transparency on the status of AI

• In the case of biometrics or emotion 
recognition, explicitly report that this is 
happening

• Generated content must be marked as 
synthetic

• Explicitly labeling 'deepfakes'
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Prohibited
practices

• AI that violates fundamental rights

• Only if mentioned in article 5 AIA:

➢ Subliminal manipulation

➢ Exploiting vulnerable groups

➢ Emotion recognition at

the workplace

➢ Biometric profiling and real-time remote 

recognition

➢ Remote people categorisation

➢ Social scoring/credit

• Changes to list requires amending the AIA itself
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Is system on the
regulated list 
(Annex I)?

Does the system 
perform profiling?

Not
high risk

High risk

Is the usage of AI 
purely accessory to
the use case?

AI system is a product itself or a 
safety component of a product 
covered under the
• Directive on machine safety, 

elevators, high-pressure
systems, etc

• Medical Device Regulation
• Dir. airplanes, trains, motor 

vehicles, e-bikes 
• (etc etc)

No

Yes

No

Yes

No

1. Only performs narrow procedural 
task;

2. Only improves the result of human 
work;

3. Only detects deviations from 
decision-making patterns;

4. Only performs a preparatory task.

Is use case on 
the high-risk list 

(Annex III)?

Yes

The AI system does one of these use cases:
• Remote biometric identification and

emotion recognition
• Physical safety components of critical

infrastrcture
• Access to education, evaluating learning

progress, detecting fraud during exams
• Recruitment and selection, evaluating

performance at work, 
promoting/demoting

• Eligibility for public services and benefits
• Evaluating creditworthiness (excluding

fraud detection)
• Triage in healthcare and emergency

services
• Risk assessment in life and health 

insurance
• Profiling for law enforcement assessments
• Assisting law enforcement in general
• Assessing persons in migration, border 

control and asylum
• Applying facts or law to a case in the

context of judicial proceedings

Yes

No

The four-step test
of high-risk AI
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Risk management-system Data governance procedures Technical documentation

Automatic logging
Transparancy
on workings

Human oversight

Adequate 
(cyber-)safety and resilience

Requirements for
high-risk AI
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Provider
Releases AI under own brand

Deployer
Determines manner of usage
of AI system

Representative
Represents a third party’s AI
(and is not an importer)

Affected person(s)
Are impacted by AI

Importer
Brings AI to
European market

Distributor
Any chain in link from
provider to deployer

User
Interacts
with AI

• "Compliance by design" 
• Clear instructions/manual
• Actively monitors the market
• Responds to incidents
• Performs conformity assessment

• Implements in accordance with 
manual

• Monitors usage (logging)
• Reports incidents to provider

• Checks for CE logo
• Does not change product
• Actively monitors (relevant part) 

of market
• Reports incidents to provider
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Conformity
assessment

"High-risk AI systems or general-purpose AI models that are in line 
with harmonised standards [or common specifications] ...  shall be 
presumed to comply with the requirements set out in Section 2 of this 
Chapter.' (Art. 40(1) and 41(3))*

• Harmonised standards (Art. 40 AIA)

• Prepared by EU standardisation body

• Current request in progress, expected 2026

• ISO 42001 is not a harmonized standard

• Common specifications (Art. 41 AIA)

• Adopted by EU Commission

• Only if standard is not feasible

* Demonstrating conformity without a 
standard or specification is possible on 
the basis of free evidence.
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This Photo by Unknown Author is licensed under CC BY-SA

https://fr.wikipedia.org/wiki/Marquage_CE
https://creativecommons.org/licenses/by-sa/3.0/
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Accountability

“Providers of high-risk AI systems shall have a quality 
management system in place that ensures 
compliance [including] an accountability 
framework setting out the responsibilities of the 
management and other staff with regard to all 
aspects listed in this paragraph”

– art. 17.1 AIA

“The expectation that organisations or individuals will 
ensure the proper functioning, throughout their 
lifecycle, of the AI systems that they design, develop, 
operate or deploy, in accordance with their roles and 
applicable regulatory frameworks, and for 
demonstrating this through their actions and 
decision-making process.”

– OECD Recommendation on the council of AI (2019)

Compliance Reporting

Supervision Enforcement
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Compliance Reporting Supervision Enforcement

Proactive accountability:
• Core value of organization
• Pre-deployed
• Goal: Preventing risks

Compliance Reporting Supervision Enforcement

Reactive accountability :
• "Because we have to"
• Carried out afterwards
• Goal: Damage Limitation

Novelli, C., Taddeo, M. & Floridi, L. Accountability in artificial intelligence: what it is and how it works. AI & 
Soc (2023). https://doi.org/10.1007/s00146-023-01635-y
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Compliance

“Providers of high-risk AI systems shall have a 

quality management system in place that ensures 

compliance [including] a strategy for regulatory 

compliance, including compliance with conformity 

assessment procedures and procedures for the 

management of modifications to the high-risk AI 

system.”

– art. 17.1 AIA

Compliance Reporting

Supervision Enforcement
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Market monitoring

“All activities carried out by providers of AI 

systems to collect and review experience gained 

from the use of AI systems they place on the 

market or put into service for the purpose of 

identifying any need to immediately apply any 

necessary corrective or preventive actions” (art. 

3.25 AIA)
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Market monitoring

Providers shall establish and document a post-

market monitoring system in a manner that is 

proportionate to the nature of the AI technologies 

and the risks of the high-risk AI system. 

The post-market monitoring system shall be based 

on a post-market monitoring plan. The post-

market monitoring plan shall be part of the 

technical documentation (…)

(Art. 72.1 and 2 AIA)
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Serious incident
(art. 3.49 AIA)

An incident or malfunctioning of an AI system that 

directly or indirectly leads to any of the following:

1. the death of a person, or serious harm to a 

person’s health;

2. a serious and irreversible disruption of the 

management or operation of critical 

infrastructure;

3. the infringement of obligations under Union 

law intended to protect fundamental rights;

4. serious harm to property or the environment;
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Reporting serious 
incidents

• Providers of high-risk AI systems placed on the 

Union market shall report any serious incident 

to the market surveillance authorities of the 

Member States where that incident occurred. 

(Art. 73.1 AIA)

• Deployers shall report serious incidents to the

provider, and then to the market surveillance 

authorities. (art. 26.5 AIA)

In both cases: ASAP after establishing causal link 

but no later than 15 days after discovery. Partial

reports (with followup) permitted.



Questions?




